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Abstract

The Los Alamos Accelerator Code Group {(LAACG) is a
national resource for members of the accelerator commu-
nity who use and/or develop software for the design and
analysis of particle accelerators, beam transport systems,
light sources, storage rings, and components of these sys-
tems. Below we describe the LAACG's activities in high
periormance computing, maintenance and enhancement of
POISSON/SUPERFISH and related codes and the dissem-
ination of information on the INTERNET.

1. POISSON/SUPERFISH

The LAACG supports the PC version of POISSON, SU-
PERFISH and PANDIRA, cwrently used by several hun-
dred people. POISSON/SUPERFISH is a collection of pro-
grams for calculating static magnetic and electric fields and
radio-frequency electromagnetic fields in either 2-D Carte-
sian coordinates or axially symmetric cylindrical coordi-
nates. The programs generate a triangular mesh fitted to
the boundaries of different materials in the problem geom-
etry. The original version of POISSON/SUPERFISH was
written in the early 1970s by R. F. Holsinger from theory
developed by Klaus Halbach[2]. An older UNIX version of
these codes is aiso still available, but this version has not
had any significant development in the p: st few years. At
PAC93 (1] we described a new SUPERFISH root finder and
somne other improvements that we had implemented in the
PC version.

During the past two years, we have made about 120
changes in the codes which include new features, bug fixes,
and other improvements. The most significant of these
changes include

o Run-time memory allocation of all mesh-point arrays
and temporary data,

o A more robust meshing algorithm in AUTOMESH,

e A npew feld-interpolation algorithm that satisfies
boundary conditions for rf, magnetostatic, and elec-
trostatic problems,

¢ Automation and mouse support in the plotting pro-
gram VGAPLOT,

o HPGL and PostScript graphics support in all plotting
codes,

« Configuration options in file SF.INI,

e Up to 1C-line problem descriptions for better record
keeping,

s A utllity program for examining contents of the solu-
tinn file,
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o For program developers, a linkable field-interpolation
module for use in user-developed post processors and
source code for reading the solution files.

Run-time mewory allocation mneans that the computer's
available memory is the only limit on the maximumn prob-
lem size. The codes require 3 MB or more of memory.
The more memory available, 1"1e larger the number of mesh
points the codes can use to sol. . problems. We recommend
at least 8 MB of installed RAM plus at least 100 MB of
disk space for temporary data storage. I there is insuffi-
cient RAM, SUPERFISH and PANDIRA write temporary
data to disk. The size of the temporary file depends upon
the number of mesh points and the shape of the problem
geometry.

The code distribution now includes the programs
PANDIRA, a “urect solver version of POISSON that also
can handle permanent-magnet materials, and FORCE for
calculating the force on coils and iron elements in magne-
tostatic problems. We hope to add the optimizing rode
MIRT to the package later this year. The complete PC
SUPERFISH distribution contains 26 executable codes,
25,000 lines of on-line documentation, plus input files for
about 50 sample prc'.iems. These examples include all of
the sample problems from the Reference Manual and User's
Guide [3]. Documentation specific to the PC version resides
on disk. Programs are provided to display the documenta-
tion or produce indexed, paginated files suitable for print-
ing. The installation requires about 13 MB of disk space.
The cudes are compiled from approximately 590,000 lines
of FORTRAN source code.

We distribute the PC package, which includes an ivstal-
lation program, by interaet FTP or, upon request, un either
3.5-inch or 5.25-inch floppy diskettes. Fostage for mailing
diskettes and printed manuals is paid by Los Alainos Na-
tional Laboratory. Customs charges, if any, are paid by the
recipient. Registered users receive notification of updates
and bug fixes by Email. New users can register and request
access to our FTP secver by sending their postal address,
phone and fax numbers to SUPERFISHGLANL.GOV.

1. HIGH PERFORMANCE COMPUTING

Accelerator-driven technologies are now being proposed
to solve problems of national and international impor-
tance. These technologies have both economic and en-
vironmental implications. They include Accelerator Pro-
duction of Tritlum (APT). Accelerator Transmutation of
Waste (ATW), Accelerator Based Conversion of plutonium
(ABC), accelerator-driven production of spallation ueu-
trons for wnaterials sclence and biologlcal-science research,
accelerator driven production of neutrons for fusion-
materials testing, and accelerator-driven flssion-energy ays-



tems. Al of these projects require next-generation linear
accelerators that operate with extremely low beam loss. A
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Figure. 1. Beam phase space from a 2 million particle
simulation on the CM-5 (65536 points are plotted). The
outer peanut-rhaped set of points were obtained from the
particle-core model.

maximum beam loss in the accelerator of roughly 10 parts
per mlllion is required to assure hands-on maintenance ca-
pability. Beain loss at this low level is due to the presence
of a very low density beam halo st large transverse dis-
tances from the core. In order to predict beam halo with
confidence, one must perform numerical simulations of un-
precedented resolution. For example, to have a 10% con-
fidence in the number of halo particles, one would need to
perform a simulation that resulted in roughly 100 particles
in the halo; but if the halo accounted for 10 parts per mil-
lion, this would mean that the simulation would require a
total of 10 million particles. This is a major step beyond
the linac simulations of the 1980s that typically used only
10,000 particles.

The LAACG has had much success in developing such
a high-resolution accelerator-modeling capability[4]. Start-
ing in 1994, we began using the massively parallel CM-5
at the Advanced Computing Laboratory at LANL to per-
formm beam-halo simulations. The tools we are developing
to model next-generation accelerators provide us with a
means to test new designs, test theoretical models, and op-
timize our designs.

We have developed and used a two-dimensjonal Particle-
In-Cell code to model long beams in a varlety of focusing
systems. Using our code, we routinely perform simulations
with several to ten milllon particles. One of our early ap-
plications was to model a mismatched KV beam In a con-
stant focusing channel. We found that when the beam was
unstable the charge redistributed itself in such a way that,
though a halo was formed, it was bounded, and furthermore
the extent of the halo was In excellent agreement with a the-
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Figure. 2. Outp from & direct Vlasov/Poisson simu-
lation. The 4-dimensional distribution function was inte-
grated over p, and p, to obtsia the beam density on a
128x128 grid.

oretical model called the particle-core model of halo evolu-
tion in mismatched beams. This is shown in Figure 1. We
have also performed simulations that dealt with the con-
troversial issue of whether of not quadrupole focusing can
cause sigunificant halo formation for matched beams. Our
results indicate that breathing due to quadrupole focusing
will not be a problem in the physics regime of the projects
described above, where the tune depression is at worst ap-
proxiinately 50%. Besides developing particle simulation
codes we are also studying other approaches to modeling
and predicting beam halo. For example, we have developed
a two-dimensional (four-dimensional phase space) direct
Vlasov-Poisson simulation code. We have performed very
high resolution simulations on a 128x128x128x128 grid, for
a total of 268 million grid points. A typical simulation of
a beam in a quadrupole channel is shown in Figure 2.

At present multi-million particle simulations are the best
means we bave to quantitatively predict extremely low
beain loss, so they are crucial to lunding support to the
validity of proposed designs.

Since all of our codes are written in the CM FORTRAN
program language (a FORTRAN90-like language), it will
be easy to port them to other platforms that support the
data parallel paradigm. So far our activities have em-
phasized two-dimensional modeling. Qur future goals are
aimed at modeling three-dimensional (l.e. bunched) beamns
including acceleration.

111. INFORMATION RESOURCES FOR THE
ACCELERATOR COMMUNITY ON THE
INTERNET

In October 1894 the LAACG began making information
avallable via the World Wide Web (WWW). The docu-



ments can be arcessed at the address:
< http://www.atdiv.lanl.gov/doc/laacy/codehome. htmi>>.
The published documents provide a variety of information
of imerest to the accelerator as weil as other scientific com-
muaities. The documents include:

« information about the LAACG and its services,

« general information of interest for the accelerator com-
munity,

o extensive list of links to accelerator laboratories and
institutes worldwide (approximately 100),

o information related to the field of electromagnetic field
calculations and information on other computational
tools for accelerator physics,

« online versions of the previously published Accelerator
Code Compendium from 1990 and a new up-to-date
Code Compendium,

o excerpts from the user-documentation of the codes dis-
tributed by the LAACG,

« an online information service for the 1995 Particle Ac-
clerator Conference in Dallas, Texas.

This new service is well accepted by the scientific commu-
nity. This is documnented by an average number of 235 ac-
cesses per month with an approximate monthly use of 1800
documents. 64 % of the accesses are from within the USA
and Canada. The rest is predominantly from Europe and
Japan (based on activities before April 19, 1995).

Table 1: Most Frequently Used Services

Service accesses
1. | PAC-Conference 1242
2. | Code Group Services 419
3. | Electromagnetics 297
4. | List of Accelerators 224
5. | General information 209
6. | POISSON/SUPERFISH 163
7. | Old Code Compendium 156
8. | P/S Userguide 119
9. | New Code Compendium 109

We encourage the community’s interaction to help us im-
prove the services provided on the WWW. Our major inter-
est lles in the extension of a new online Code Compendiun.
The last printed version is from May 1990. With the rapid
development of codes and computers this compendium is
outdated. For this new compendium, the LAACG needs
the commuaity’s input. At the conference questionnaires
are avallable to enter new codes and update information
on entrles in the old compendium.

We also set up a FTP-server that allows the community
to get the codes distributed by the LAACG over the net-
work without extensive interaction with us. We still recom-
mend subecribing to the POISSON/SUPERFISH malling
list. This Is the only way to become aware of bugs, code

corrections or code upgrades. The FTP-address can be ob-
tained from the new WWW ouline Code Compendiumn.

Another activity »f the code group on the INTERNET iu
mid 1993 led to the creation of a USENET discussion group
op accelerator physics. The group sci.physics.accelerators
is a discussion forum on accelerator physics, beam physics
and general contacts between researchers.

Lastly, at the request of the LAACG an electronic
preprint service centered on accelerator physics has been
created. Such forums allow access to preprints of pub-
licatior.s before they are available in paperbound jour-
nals. This service is availabe on the WWW at the URL:
<http://xxx.lanl.gov/> as well as by electronic mail and
FTP.
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